A Generalized Model to Estimate Reaction Time Corresponding to Visual Stimulus Using Single-Trial EEG
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Abstract—The estimation of the visual stimulus-based reaction time (RT) using subtle and complex information from the brain signals is still a challenge, as the behavioral response during perceptual decision making varies inordinately across trials. Several investigations have tried to formulate the estimation based on electroencephalogram (EEG) signals. However, these studies are subject-specific and limited to regression-based analysis. In this paper, for the first time to our knowledge, a generalized model is introduced to estimate RT using single-trial EEG features for a simple visual reaction task, considering both regression and classification-based approaches. With the regression-based approach, we could predict RT with a root mean square error of 111.2\,\text{ms} and a correlation coefficient of 0.74. A binary and a 3-class classifier model were trained, based on the magnitude of RT, for the classification approach. Accuracy of 79\% and 72\% were achieved for the binary and the 3-class classification, respectively. Limiting our study to only high and low RT groups, the model classified the two groups with an accuracy of 95\%. Relevant EEG channels were evaluated to localize the part of the brain significantly responsible for RT estimation, followed by the isolation of important features.

Clinical relevance— Electroencephalogram (EEG) signals can be used in Brain-computer interfaces (BCIs), enabling people with neuromuscular disorders like brainstem stroke, amyotrophic lateral sclerosis, and spinal cord injury to communicate with assistive devices. However, advancements regarding EEG signal analysis and interpretation are far from adequate, and this study is a step forward.

I. INTRODUCTION

The human brain controls a person’s actions/reactions, and response to a particular event directly depends on the type of stimulus and the brain functionalities. A lot of previous psychological experiments on human behavior have been conducted to understand human reactions in terms of brain activities \cite{1}. However, as the brain is one of the largest and most complicated parts of the human body with uncountable functions, there is a long way to go to unfold all the mysteries. This paper concentrates on the human reaction towards visual stimulus and tries to estimate reaction time (RT) from information embedded in electroencephalogram (EEG) signals.

A recent study \cite{2} demonstrated a method to estimate RT based on Riemannian tangent space features from EEG data taken from 16 participants. Another investigation \cite{3} tried to estimate the timing of target onset during rapid serial visual presentation based on single-trial EEG using data from 6 subjects. There are other similar studies, and all of them employ subject-specific, regression-only estimation models. This study tries to overcome the existing limitations by proposing a feature extraction-based generalized model that uses single-trial EEG data. Also, it takes into account a classification approach aside from regression. Multi-domain features were extracted from different EEG channels and fed to machine learning models for the estimation purpose. Based on the outcomes, channels (brain locations) and features that are highly related to the response were separated.

II. METHODS

A. Experiment Details

A total of 48 participants (31 males, 17 females) of ages ranging from 18 to 24 performed a simple visual reaction task. The experimental setup can be explained as follows. In a computer screen, a plus symbol (+) appears at the center, and after variable time duration, the symbol changes into a cross (\times). The task of every subject is to tap the space bar as soon as the symbol changes from plus (+) to cross (\times). This action is repeated several times for each subject, and every single repetition is considered as a trial. For each subject, the duration of the experiment was about 30 minutes, and the average number of trials was more than 310. During the entire experiment, noninvasive scalp EEG signals from 30 effective channels were recorded for all the participants. The subjects had normal or corrected to normal vision with no history of neurological problems, and informed consent was obtained from each of them. The Institutional Review Board of Arizona State University approved all the procedures.

B. Data Handling and Preprocessing

The data had a sampling rate of 1kHz and were filtered from DC to 400\,Hz to get rid of the high-frequency noise. The ocular artifacts were removed by visual inspection of the ocular components obtained from Independent component analysis (ICA). Afterward, the data were normalized by mean and variance. In the EEG data, there was a pair of starting and ending point indicators for each subject. The following events repeated several times sequentially between them depending on the number of trials:

1. beginning of the trial (+)
2. change of symbol (\times)
3. response of the subject (space bar tap)
C. Feature Extraction

A total of 55 features from time, frequency, and time-frequency domain were extracted for each channel [4].

1) Time Domain Features: Time-domain observation sequences with lengths ranging from 919 ms to 8908 ms were used to measure average power and Hjorth parameters [5] as temporal features.

The average power was calculated by computing the total energy and dividing it by the time duration. On the other hand, Hjorth parameters (activity, mobility, complexity) were calculated using equation (1), (2), and (3), respectively.

\[
\text{activity} = \text{var}(y(t)) \\
\text{mobility} = \sqrt{\frac{\text{var}\left(\frac{dy(t)}{dt}\right)}{\text{var}(y(t))}} \\
\text{complexity} = \frac{\text{Mobility}(\frac{dy(t)}{dt})}{\text{Mobility}(y(t))}
\]

where \( y(t) \) is the EEG signal from any channel corresponding to an observation sequence, and \( \text{var} \) indicates variance.

2) Frequency Domain Features: The spectral representation obtained using the fast Fourier transform (FFT) provided us with spectral entropy and frequency band-based features.

Spectral entropy (SEN) is the normalized Shannon entropy, applied to the power spectrum density of the EEG signal [6]. SEN can be calculated using equation (4).

\[
\text{SEN} = -\frac{\sum P_k \log P_k}{\log N}
\]

where \( P_k \) are the spectral powers of the normalized frequencies such that \( \sum P_k = 1 \), and \( N \) is the number of frequencies (bin).

The EEG frequency domain sequence can be divided into 5 bands based on frequency, namely delta (1-4Hz), theta (4-8Hz), alpha (8-12Hz), beta (12-35Hz), and gamma (35-150Hz). These bands are carriers of event-related information [7], and following band-specific features were extracted:

1) percentage of energy in each frequency band
2) inter-band power ratios (\( \delta/\theta, \theta/\alpha, \alpha/\beta, \) and \( \beta/\gamma \))
3) maximum, minimum and median value of 1 and 2 for multiple non-overlapping 0.1 seconds long rectangular windows across the whole observation sequence

3) Time-Frequency Domain Features: Time-frequency domain representation was obtained using the reassigned version of the spectrogram, which can be calculated using equation (5).

\[
S_x(m, \omega) = \left| \sum_{n=-\infty}^{\infty} x[n]h[n-m]e^{-j\omega n} \right|^2
\]

where \( x[n] \) is the signal, and \( h[n] \) is the window function. We used the Hamming window for our calculation. From time-frequency domain representation, Renyi information and ridge based features were extracted.

Renyi information reveals a signal’s complexity indicating the number of basic sinusoids involved in it [8]. Renyi information can be calculated using equation (6).

\[
R_x^\alpha = \frac{1}{1-\alpha} \log_2 \left[ \sum_{m=-\infty}^{\infty} \sum_{\omega=-\infty}^{\infty} S_x^\alpha(m, \omega) \right]
\]

Where \( R_x^\alpha \) is the Renyi information of order \( \alpha \). \( \alpha = 3 \) was used for our calculation.

Ridge plot provides the location of the peaks in the time-frequency representation. We obtained it using the MATLAB-based time-frequency toolbox. The average number of ridges across the time for each frequency band was taken as a feature.

4) Last Moment Observation Effect: To see if the last moment observation has any impact on the outcome, all the stated features were extracted again from just the last 0.8 seconds of the observation period, instead of the whole observation.

D. Regression

Using extracted features, the regression-based analysis was performed to estimate RT. The following regression models were considered and trained in this study:

1) Linear Regression
2) Ridge Regression
3) Support Vector Regression (SVR)
4) Random Forest Regression
5) Extra Tree Regression

Before implementing the algorithms, the dataset was properly balanced, randomized, and segmented into training (80%) and testing (20%) sets. This ratio ensured low variance for both training parameter estimates and testing performance statistics to provide steady performance.

E. Classification

Splitting the RTs into different categories, we formulated a classification-based study on the existing dataset. It can be particularly helpful in cases where high-precision categorical grouping is required instead of the exact estimation.

A binary classification case was considered, where the data separation point was chosen as 500ms (midpoint of RT range) and the classes can be labeled as:

1) above midpoint (RT>500 ms)
2) below midpoint (RT<500ms)

As mean RT is around 400 ms, a 3-class classification case was also formulated where the class boundaries were 400 ± 100 ms around. The classes can be labeled as:

1) low RT (RT<315 ms)
2) medium RT (315ms<RT<515ms)
3) high RT (RT>515ms)
As the number of data points was way too high in the medium RT class, class weight balance or training data balance was required, to perform 3-class classification.

Lastly, it is also of interest to see how well our method can discriminate between extremes. So, a binary classification was performed, excluding data from medium response class.

For all 3 types of classifications, the following classification models were considered:

1) Linear Regression
2) Support Vector Classifier (SVC)
3) Stochastic Gradient Descent (SGD) with SVC Model
4) Decision Tree
5) Random Forest

Though linear regression is not a classification algorithm, appropriate thresholding can transform the outcomes into desired class labels.

### F. Important Channels and Features Isolation

We designed an algorithm for channel selection, demonstrated by algorithm 1. The algorithm recursively eliminates unnecessary channels, preserving or enhancing the overall accuracy for binary classification of extremes. Further, the outcomes of the algorithm were combined with tree-based feature importance method and mutual information-based feature selection criterion [9] for the best results.

A similar procedure was followed for the isolation of features. But before that, a correlation matrix was constructed to identify highly correlated (correlation coefficient > 0.75) features and get rid of repetitions by eliminating the ones with a lower correlation to the outcomes.

**Algorithm 1: Channel Isolation**

**Input:** EEG features from all the channels  
**Output:** useful channels  
**Initialization:** $N \leftarrow 0$,  
useful channels $\leftarrow \{1,2,3,...,29,30\}$  
while $N \neq \text{size of useful channels}$ do  
$N \leftarrow \text{size of useful channels}$  
$X \leftarrow$ Random Forest accuracy for useful channels  
channels $\leftarrow \text{null}$  
for $n \leftarrow 1$ to $N$ do  
modified features $\leftarrow$ EEG features for (useful channels - $n_{th}$ element of useful channels)  
accuracy $\leftarrow$ Random Forest accuracy using modified features  
if accuracy $\geq X$ then  
$X \leftarrow$ accuracy  
else  
channels.append ( $n_{th}$ element of useful channels)  
end if  
end for  
useful channels $\leftarrow$ channels

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correlation Coeff.</th>
<th>RMSE (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>0.56</td>
<td>158.7</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>0.56</td>
<td>157.6</td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>0.60</td>
<td>136.7</td>
</tr>
<tr>
<td>Extra Tree Regression</td>
<td>0.73</td>
<td>114.4</td>
</tr>
<tr>
<td>Random Forest Regression</td>
<td>0.74</td>
<td>111.2</td>
</tr>
</tbody>
</table>

**Fig. 1.** Actual vs. predicted RT for the Random Forest model

### III. RESULTS

#### A. Regression

Predictions greater than 1000ms were clipped to 1000ms. The root mean square error (RMSE) and correlation coefficient (CC) for each prediction are shown in Table 1. Clearly, the Random Forest model exhibited the best performance with an RMSE of 111.2 ms and a CC of 0.74. The actual vs. predicted RT for the testing set using the Random Forest model is shown in figure 1.

#### B. Classification

Tables 2, 3, and 4 discuss the accuracy, precision, & recall values for the classification-based analyses. The Random Forest model again outperformed all the others. Figure 2 shows the confusion matrix interpretations for the Random Forest model. The high accuracy (95%) obtained from the classification of extremes can be explained by the fine separation of classes 1 and 3 in the confusion matrix for 3-class classification.

**Algorithm Accuracy (%) Precision Recall**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>63</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>SGD</td>
<td>63</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>SVM</td>
<td>73</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td>Random Forest</td>
<td>79</td>
<td>0.79</td>
<td>0.78</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>52</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>56</td>
<td>0.55</td>
<td>0.56</td>
</tr>
<tr>
<td>SGD</td>
<td>59</td>
<td>0.56</td>
<td>0.56</td>
</tr>
<tr>
<td>SVM</td>
<td>70</td>
<td>0.54</td>
<td>0.59</td>
</tr>
<tr>
<td>Random Forest</td>
<td>72</td>
<td>0.71</td>
<td>0.70</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>Ridge Regression</td>
<td>63</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>Support Vector Regression</td>
<td>63</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td>Extra Tree Regression</td>
<td>73</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td>Random Forest</td>
<td>79</td>
<td>0.79</td>
<td>0.78</td>
</tr>
</tbody>
</table>
frequency bands. The top ten EEG features common to all RT. Furthermore, theta and alpha were the most dominant of the EEG channels.

C. Important Channels and Features Isolation

Using the stated set of methods on the model with the best performance for the binary classification of extremes, it was found that T7, C3, TP7, CP3, P7, and P3 channels are of the highest importance. Figure 3 shows the relative importance of the EEG channels.

Eliminating the repetitions, we had 44 features for each channel. Among them, Hjorth parameters and power ratio-based features contributed the most in the estimation of RT. Furthermore, theta and alpha were the most dominant frequency bands. The top ten EEG features common to all the important channels are listed in Table 5.

IV. DISCUSSION

One of the most significant aspects of this study compared to the earlier works is the utilization of an extensive dataset with a wide variety in it. The proposed model was trained and tested on more than 15,000 trials from 48 subjects, which substantially aided the generalization. Also, we explored temporal, spectral, and spectro-temporal domains to extract meaningful features from the EEG data. Furthermore, we employed several machine learning algorithms to assess both linear and non-linear relationships, and all the outcomes were validated using 10 randomizations. All of these ingredients ensure the reliability of the model.

In our investigation, the Random Forest model dominated in terms of performance, for both regression and classification. The performance difference between the Linear Regression model and the Random Forest model indicates the inherent non-linearity in the relationship. Our channel selection method indicates that the left-back part of the brain plays the most vital role in this visual task. It makes sense, as most of the people are right-handed, and response using the right hand utilizes the left part of the brain. Also, our feature selection method demonstrates the eminence of theta and alpha band, which agrees to the present findings [10]. We believe our work will contribute to the further advancements of brain-computer interface design and biomedical signal processing.

REFERENCES


